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Abstract. This paper presents a compositional framework for the construction of symbolic models for a

network composed of a countably infinite number of finite-dimensional discrete-time control subsystems. We

refer to such a network as infinite network. The proposed approach is based on the notion of alternating
simulation functions. This notion relates a concrete network to its symbolic model with guaranteed mismatch

bounds between their output behaviors. We propose a compositional approach to construct a symbolic model

for an infinite network, together with an alternating simulation function, by composing symbolic models and
alternating simulation functions constructed for subsystems. Assuming that each subsystem is incrementally

input-to-state stable and under some small-gain type conditions, we present an algorithm for orderly con-

structing local symbolic models with properly designed quantization parameters. In this way, the proposed
compositional approach can provide us a guideline for constructing an overall symbolic model with any desired

approximation accuracy. A compositional controller synthesis scheme is also provided to enforce safety prop-
erties on the infinite network in a decentralized fashion. The effectiveness of our result is illustrated through

a road traffic network consisting of infinitely many road cells.

1. Introduction

Over the past few decades, large-scale interconnected systems have emerged in a wide range of safety-critical
applications, such as traffic networks, smart manufacturing, and power networks. In such applications, the
number of agents can be extremely large, possibly unknown, or even vary over time as agents plug in and out.
Unless rigorously addressed, such scalability issues may dramatically degrade system performance [1, 2]. It is
a reasonable strategy to over-approximate the original network with the limit case in size, in the sense that
we introduce a network having infinitely many subsystems which includes the original network. We call this
over-approximated network an infinite network [3, 4, 5]. Note that as a special class of infinite-dimensional
systems, infinite networks require a rigorous treatment with careful choice of the infinite-dimensional state
space of the overall network. It is widely acknowledged that infinite networks capture the essence of the
original network, in the sense that functionality indices, e.g. transient and steady-states behaviors, of an
infinite network are preserved for its corresponding original finite network; see, e.g., [1, 6]. In that way, one
can eventually develop scale-free (i.e., independent of the system size) approaches for the analysis and control
of a finite, but arbitrarily large network [7, 8, 6, 9].

This paper is mainly concerned with symbolic controller synthesis for infinite networks. In the past few
years, symbolic model (a.k.a. finite abstraction) based techniques have been widely developed to assist in the
analysis/synthesis of controllers enforcing complex specifications which are difficult to handle using classical
control design methods [10, 11, 12]. Specifically, symbolic models are abstract descriptions of original dynamics.
In this regard, one can first build up a symbolic model of the original complex system, then perform analysis
or synthesis over the symbolic model in an automated fashion (employing automata-theoretic techniques
developed in the computer science literatures [13]), and finally translate the results back to the original
system with correctness guarantees. A major challenge in the construction of symbolic models for large-
scale networks is the curse of dimensionality, i.e., the computational complexity of constructing symbolic
models grows exponentially with the dimension of the system. In this paper, we aim at proposing a scale-free
approach to alleviate the computational complexity in the construction of symbolic models for arbitrarily
large-scale (potentially infinite) networks. A promising solution is to apply a divide and conquer scheme,
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namely, compositional approach. In this framework, the overall network is decomposed into a set of finite
lower-dimensional subsystems, for which symbolic models can be individually constructed in a computationally
efficient way. Then, a symbolic model for the overall network can be obtained by aggregating those of the
subsystems. Various compositional approaches have been explored in the past decade for the construction
of symbolic models; see, e.g., [14, 15, 16, 17, 18, 19, 20]. The results in [14, 15, 17, 18] leverage small-gain
type conditions to compositionally construct so-called complete abstractions for a finite network. The results
presented in [16] introduce a different compositionality framework based on dissipativity theory. The recent
results in [19, 20] provide compositional construction of so-called sound abstractions for a large-scale system
without imposing compositionality conditions. Although promising, all of the above-mentioned compositional
approaches are typically tailored to a network composed of a finite number of subsystems and do not address
the scalability issues discussed earlier.

In this paper, we develop a compositional approach for the construction of symbolic models for infinite net-
works. We first introduce a notion of so-called alternating simulation functions used to relate an infinite
network to its symbolic model with bounded mismatch between the output behaviors of them. Then, we
provide a compositionality result showing that an overall symbolic model can be obtained by composing those
of subsystems. Particularly, for a network composed of infinitely many incrementally input-to-state stable
control subsystems, we leverage a recently presented small-gain theorem [4] and present an algorithm to de-
sign quantization parameters for the construction of local symbolic models and local simulation functions in
a systematic way. In particular, we give a top-down, still compositional, algorithm computing local quantiza-
tion parameters with the guarantee of obtaining an overall symbolic model with any desired precision. This
differentiates our approach from existing ones as discussed in the sequel (cf. Related Works below). Moreover,
we present a decentralized controller synthesis approach for an infinite network that needs to meet safety
specifications. It is shown that by composing local safety controllers which are synthesized for subsystems
individually, the resulting overall controller enforces the safety specification on the overall infinite network
with a formal guarantee. Finally, the effectiveness of our proposed framework is verified through a road traffic
network containing infinitely many road cells.

Related Works. There have been several attempts on the construction of symbolic models for infinite-
dimensional systems [21, 22]. The result in [21] deals with continuous time-delay systems, for which symbolic
models are obtained by projecting the infinite-dimensional functional state-space on a finite-dimensional sub-
space. The result in [22] provides a state-space discretization-free approach which can be applied to possibly
infinite-dimensional incrementally stable control systems. Although the results in [21, 22] are developed for
(time-delay) infinite-dimensional systems, either state or input sets can be infinite dimensional. Here, we allow
both state and input sets to be in infinite-dimensional space. Moreover, the results in [21, 22] take a monolithic
view of the systems while constructing symbolic models. Therefore, in the case of potential application to
an infinite network, the results in [21, 22] lose the network structure, and hence, they cannot be used for
distributed control purposes. Here, we propose a compositional approach for the construction of symbolic
models for infinite networks, such that the network structures are preserved. A preliminary investigation of
our proposed method appeared in [9]. Our results here improve and extend those in [9] in three directions:
1) In this paper, we provide a detailed and mature description of the results presented in [9], including all
proofs. 2) Here, we provide a top-down compositional framework: under certain small-gain type conditions,
an algorithm is provided as a guideline to orderly design local quantization parameters with the guarantee
of obtaining an overall symbolic model with any desired precision. Whereas [9] presents a bottom-top design
approach, in the sense that one needs to first design local quantization parameters for subsystems and then
use them to compute the overall approximation error. 3) In comparison with the proposed results in [9], due
to the less conservatism in the definitions of alternating simulation functions in our work (cf. Definitions 3
and 5), our compositional approach can potentially provide symbolic models for infinite networks with much
smaller approximation errors (cf. case study in Section 5).
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2. Preliminaries

Notation: We denote by R, N0, and N the sets of real numbers, non-negative integers, and positive integers,
respectively. We denote the closed, open, and half-open intervals in R by [a, b], (a, b), [a, b), and (a, b],
respectively. For a, b ∈ N0 and a ≤ b, we use [a; b], (a; b), [a; b), and (a; b] to denote the corresponding intervals
in N0. Given any ν = (ν1, · · · , νn) ∈ Rn, we define by |ν| = max1≤i≤n |νi| the infinity norm of ν. We denote
by card(·) the cardinality of a given set and by ∅ the empty set. For any set S ⊆ Rn of the form of finite

union of boxes, e.g., S =
⋃M
j=1 Sj for some finite number M ∈ N, where Sj =

∏n
i=1[cji , d

j
i ] ⊆ Rn with cji < dji ,

we define span(S) = minj=1,...,M ηSj
and ηSj

= min{|dj1 − c
j
1|, . . . , |djn − cjn|}. Moreover, for a set in the form

of X =
∏N
i=1Xi, where Xi ⊆ Rni , ∀i ∈ [1;N ], are of the form of finite union of boxes, and any positive

(component-wise) vector φ = [φ1; . . . ;φN ] with φi ≤ span(Xi), ∀i ∈ [1;N ], we define [X]φ =
∏N
i=1[Xi]φi ,

where [Xi]φi
= [Rni ]φi

∩ Xi and [Rni ]φi
= {a ∈ Rni | aj = kjφi, kj ∈ Z, j = 1, . . . , ni}. Note that if

φ = [η; . . . ; η], where 0 ≤ η ≤ span(S), we simply use notation [S]η rather than [S]φ. Note that [S]η 6= ∅ for
any 0 ≤ η ≤ span(S). We use the notations K and K∞ to denote different classes of comparison functions,
as follows: K = {α : R≥0 → R≥0| α is continuous, strictly increasing, and α(0) = 0}; K∞ = {α ∈ K|
lim
r→∞

α(r) =∞}. For α, γ∈K∞ we write α≤γ if α(r)≤γ(r), and, with a slight abuse of the notation, α=c if

α(r)=cr for all c, r≥0. Finally, we denote by id the identity function over R≥0, i.e., id(r) = r for all r ∈ R≥0.

2.1. Infinite networks. In this paper, we study the interconnection of a countably infinite number of
discrete-time control subsystems. Using N as the index set, the i-th subsystem is denoted by a tuple
Σi = (Xi, U i,W i, f i, Y i, hi), where Xi ⊆ Rni , U i ⊆ Rmi , W i ⊆ Rpi , Y i ⊆ Rqi , are the state, external
input, internal input, and output set, respectively. The set valued map f i : Xi × U i ×W i ⇒ Xi is the state
transition function and hi : Xi → Y i is the output map. The discrete-time control subsystem Σi is described
by difference inclusions of the form

Σi :

{
xi(k + 1) ∈ f i(xi(k), νi(k), ωi(k)),

yi(k) = hi(xi(k)),
(1)

where xi : N0 → Xi, yi : N0 → Yi, νi : N0 → Ui, and ωi : N0 → Wi are the state, output, external
input, and internal input signals, respectively. System Σi is called deterministic if card(fi(xi, ui, wi)) ≤ 1,
∀xi ∈ Xi,∀ui ∈ Ui,∀wi ∈ Wi, and non-deterministic otherwise. System Σi is called discrete if Xi, Ui,Wi are
finite sets, and continuous otherwise.

Throughout the paper, we assume that each subsystem Σi is affected by finitely many neighbors. For each
i ∈ N, the set of in-neighbors of Σi is denoted by Ni ⊂ N \ {i}, i.e. the set of subsystems Σj , j ∈ Ni, directly
influencing Σi. On the other hand, the set of out-neighbors of Σi, denoted by Mi ⊂ N \ {i}, is the set of Σj ,
j ∈ Mi, directly affected by Σi. Sets Ni and Mi are finite, though not necessarily uniformly. Formally, the
input-output structure of each subsystem Σi, i ∈ N, is given by

wi = (wij)j∈Ni
∈Wi :=

∏
j∈Ni

Wij , (2)

yi = (yij)j∈(i∪Mi) ∈ Yi :=
∏

j∈(i∪Mi)

Yij , (3)

hi(xi) = (hij(xi))j∈(i∪Mi), (4)

with wij ∈Wij , yij = hij(xi) ∈ Yij . The outputs yii are considered as external ones, whereas yij , j ∈Mi, are
interpreted as internal ones which are used to construct an interconnection of subsystems.

In the sequel, we denote by `∞ the Banach space of all uniformly bounded sequences s = (si)i∈N ∈ `∞, where
si ∈ Rni denotes the i-th position of a sequence s ∈ `∞. The `∞ space is defined as

`∞(N, (ni)) :=

{
s = (si)i∈N : si ∈ Rni , sup

i∈N
|si| <∞

}
, (5)
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endowed with the norm ‖s‖ := supi∈N |si|. Moreover, we use `∞+ to denote the positive cone in `∞ consisting
of all vectors s ∈ `∞ with si ≥ 0, i ∈ N. We denote by int(`∞+ ) the interior of `∞+ .

Now, we are ready to provide a formal definition of the infinite network.

Definition 1. Consider subsystems Σi = (Xi, Ui,Wi, fi, Yi, hi), i ∈ N, with input-output structure given by
(2) to (4). An infinite network is formally a tuple Σ = (X,U, f, Y, h), where X = {x = (xi)i∈N : xi ∈ Xi},
U = {u = (ui)i∈N : ui ∈ Ui}, f(x, u) = {(x+i )i∈N|x+i ∈ fi(xi, ui, wi)}, Y =

∏
i∈N Yii, h(x) = (hii(xi))i∈N. A

concrete infinite network Σ = (X,U, f, Y, h), denoted by Σ = I(Σi)i∈N, consists of infinitely many continuous
subsystems Σi, with the interconnection variables constrained by

∀i ∈ N,∀j ∈ Ni, wij = yji, Yji ⊆Wij . (6)

An abstract infinite network Σ̂ = (X̂, Û , f̂ , Ŷ , ĥ), denoted by Σ̂ = I(Σ̂i)i∈N, is composed of infinitely many
discrete subsystems, with the interconnection variables constrained by

∀i ∈ N,∀j ∈ Ni, |ŷji − ŵij | ≤ φij , [Ŷji]φij
⊆ Ŵij , (7)

where φij ∈ R≥0 is an internal input quantization parameter designed later (cf. Definition 9).

Throughout the paper, we assume that f(x, u) ∈ X for all (x, u) ∈ X × U , which ensures that the infinite
network is well-posed.

Remark 2. Note that in Definition 1, the interconnection constraint in (6) for the concrete network is
different from (7) for the abstract network. For a network of symbolic models, we allow for possibly different

granularities of finite internal input sets Ŵij and output sets Ŷji, and introduce parameters φij in (7) for
having a well-posed interconnection. The values of φij will be designed later in Definition 9 while constructing
local symbolic models of subsystems. �

2.2. Alternating simulation functions. Here, we provide a notion of alternating simulation functions which
quantitatively relate two infinite networks.

Definition 3. Consider infinite networks Σ = (X,U, f, Y, h) and Σ̂ = (X̂, Û , f̂ , Ŷ , ĥ), where Ŷ ⊆ Y . For

$ ∈ R≥0, a function Ṽ : X × X̂ → R≥0 is called an $-approximate alternating simulation function ($-ASF)

from Σ̂ to Σ, if there exists a function α ∈ K∞ such that

(i) For all x ∈ X, x̂ ∈ X̂, one has

α(‖h(x)− ĥ(x̂)‖) ≤ Ṽ (x, x̂); (8)

(ii) For all x ∈ X and x̂ ∈ X̂ with Ṽ (x, x̂) ≤ $, for all û ∈ Û , there exists u ∈ U such that for all x+ ∈ f(x, u),

there exists x̂+ ∈ f̂(x̂, û) so that

Ṽ (x+, x̂+) ≤ $. (9)

If there exists an alternating simulation function from Σ̂ to Σ, Σ̂ is called an abstraction of Σ. Additionally,
if Σ̂ is discrete (X̂ and Û are finite sets), Σ̂ is called a symbolic model (or finite abstraction) of the concrete
network Σ.

Remark 4. Definition 3 implies that the relation R ⊆ X × X̂ defined by R =
{

(x, x̂) ∈ X × X̂|Ṽ (x, x̂) ≤ $
}

is an ε̂-approximate alternating simulation relation, defined in [11], from Σ̂ to Σ with ε̂ = α−1($). As shown

in [11], the existence of an $-ASF enables us to design a controller for the abstract network Σ̂, and refine the
controller back to the concrete network Σ. �
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3. Compositional Construction of Symbolic Models

In this section, we provide a method for compositional construction of an alternating simulation function
between two infinite networks Σ = I(Σi)i∈N and Σ̂ = I(Σ̂i)i∈N. Here, we assume that each pair of subsystems

Σi = (Xi,Wi, Ui, fi, Yi, hi) and Σ̂i = (X̂i, Ŵi, Ûi, f̂i, Ŷi, ĥi) admit a local alternating simulation function as
defined next.

Definition 5. Consider subsystems Σi = (Xi, Ui,Wi, fi, Yi, hi) and Σ̂i = (X̂i, Ûi, Ŵi, f̂i, Ŷi, ĥi) where Ŵi ⊆
Wi and Ŷi ⊆ Yi. Given $i ∈ R≥0, a function Vi : Xi × X̂i → R≥0 is called a local $i-ASF from Σ̂i to Σi, if
there exist a constant ϑi ∈ R≥0, and functions αi, αi ∈ K∞ such that

(i) For all xi ∈ Xi, all x̂i ∈ X̂i, one has

αi(|hi(xi)− ĥi(x̂i)|) ≤ Vi(xi, x̂i) ≤ αi(|xi − x̂i|). (10)

(ii) For all xi ∈ Xi, all x̂i ∈ X̂i with Vi(xi, x̂i) ≤ $i, for all wi ∈Wi, all ŵi ∈ Ŵi with |wi − ŵi| ≤ ϑi, for all

ûi ∈ Ûi, there exists ui ∈ Ui such that for all x+i ∈ fi(xi, ui, wi), there exists x̂+i ∈ f̂i(x̂i, ûi, ŵi) so that

Vi(x
+
i , x̂

+
i ) ≤ $i. (11)

If there exists a local alternating simulation function from Σ̂i to Σi, Σ̂i is called an abstraction of Σi. Addi-
tionally, if Σ̂i is discrete (X̂i, Ûi, and Ŵi are finite sets), Σ̂i is called a symbolic model (or finite abstraction)
of the concrete subsystem Σi.

The next theorem provides a compositional approach for the construction of an alternating simulation function
between two infinite networks using the above-defined local alternating simulation functions.

Theorem 6. Consider an infinite network Σ = I(Σi)i∈N. Assume that each Σi and its abstraction Σ̂i admit a
local $i-ASF Vi equipped with functions αi, αi ∈ K∞ and constants $i, ϑi ∈ R≥0 as in Definition 5. Suppose
that there exist α, α ∈ K∞, and constants $,$ ∈ R≥0 such that for each i ∈ N

α ≤ αi ≤ αi ≤ α, (12)

$ ≤ $i ≤ $. (13)

For each i ∈ N and j ∈ Ni, let functions αj, constants $j , ϑi, and constants φij as in (7) satisfy the following
inequality

α−1j ($j) + φij ≤ ϑi. (14)

Then, function

Ṽ (x, x̂) := sup
i∈N
{ $
$i
Vi(xi, x̂i)}, (15)

is well-defined and it is an $-ASF from Σ̂ = I(Σ̂i)i∈N to Σ = I(Σi)i∈N.

Proof. First we show that function Ṽ constructed as in (15) is well-defined. Note that for all x ∈ X and for

all x̂ ∈ X̂ we have

Ṽ (x, x̂) := sup
i∈N
{ $
$i
Vi(xi, x̂i)}

(10)

≤ $ sup
i∈N
{$−1i αi(|xi − x̂i|)}

≤ $ sup
i∈N
{$−1i αi(|xi|+ |x̂i|)}

(13)

≤ $ sup
i∈N
{$−1α(|xi|+ |x̂i|)}

≤ $

$
α sup
i∈N
{|xi|+ |x̂i|} ≤

$

$
α(sup

i∈N
{|xi|}+ sup

i∈N
{|x̂i|})

(5)

≤ $

$
α(‖x‖+ ‖x̂‖) <∞.
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Next, we show that there exists α ∈ K∞ such that condition (i) of Definition 3 holds. Consider any x ∈ X,

x̂ ∈ X̂, one gets

‖h(x)− ĥ(x̂)‖ = sup
i∈N
{|hii(xi)− ĥii(x̂i)|}

(4)

≤ sup
i∈N
{|hi(xi)− ĥi(x̂i)|}

(10)

≤ sup
i∈N
{α−1i (Vi(xi, x̂i))} = sup

i∈N
{α−1i ($i$

−1
i Vi(xi, x̂i))}

(12)(13)

≤ α−1 sup
i∈N
{$$−1i (Vi(xi, x̂i))}

(15)
= α−1(Ṽ (x, x̂)).

Hence, condition (i) holds with α := α. Next, we show that condition (ii) of Definition 3 is satisfied. Let us

consider any x = (xi)i∈N ∈ X and x̂ = (x̂i)i∈N ∈ X̂ such that Ṽ (x, x̂) ≤ $. It can be seen that from the

construction of Ṽ in (15), we have Vi(xi, x̂i) ≤ $i, for each i ∈ N. For each pair of subsystems Σi and Σ̂i, the
internal inputs satisfy the following inequality

|wi − ŵi| = max
j∈Ni

{|wij − ŵij |}
(6)
= max

j∈Ni

{|yji − ŷji + ŷji − ŵij |}

(7)

≤ max
j∈Ni

{|yji − ŷji|+ φij} ≤ max
j∈Ni

{|hj(xj)− ĥj(x̂j)|+ φij}

(10)

≤ max
j∈Ni

{α−1j Vj(xj , x̂j) + φij} ≤ max
j∈Ni

{α−1j ($j) + φij}.

Using (14), one has |wi − ŵi| ≤ ϑi for each i ∈ N. Therefore, by Definition 5 for each pair of subsystems

Σi and Σ̂i, one has for any ûi ∈ Ûi, there exists ui ∈ Ui such that for any x+i ∈ fi(xi, ui, wi), there exists

x̂+i ∈ f̂i(x̂i, ûi, ŵi) such that Vi(x
+
i , x̂

+
i ) ≤ $i. As a result, we get for any û = (ûi)i∈N ∈ Û , there exists

u = (ui)i∈N ∈ U , such that for any x+ = (x+i )i∈N ∈ f(x, u), there exists x̂+ = (x̂+i )i∈N ∈ f̂(x̂, û) such that

Ṽ (x+, x̂+) = sup
i∈N
{ $$i

Vi(xi, x̂i)} ≤ $. Therefore, condition (ii) of Definition 3 is satisfied with $ = sup
i∈N

$i.

Therefore, we conclude that Ṽ is an $-ASF from Σ̂ = I(Σ̂i)i∈N to Σ = I(Σi)i∈N. �

Remark 7. Note that practically speaking, the computation of a symbolic model consisting of infinite sub-
systems requires an infinite memory usage, which prevents us from having a central entity to handle the
construction of a symbolic model for the overall network. However, the proposed compositional framework
is still needed to formally establish the alternating simulation relation between infinite networks in terms of
preserving desired properties. On this basis, one can develop decentralized (or distributed) schemes to solve
controller synthesis problems compositionally using symbolic models of subsystems. �

Next we provide a method to construct local symbolic models together with corresponding local alternating
simulation functions for the concrete subsystems under incremental stability-type conditions.

3.1. Construction of local symbolic models. In this subsection, we present a method to construct a
symbolic model Σ̂i, together with the corresponding local alternating simulation function, for a given finite-
dimensional deterministic subsystem Σi. Consider a subsystem Σi = (Xi, Ui,Wi, fi, Yi, hi) as in (1). Assume
that there exists ` ∈ K such that the output map hi satisfies |hi(xi)− hi(x′i)| ≤ `(|xi − x′i|) for all xi, x

′
i ∈ Xi.

Additionally, let Σi be incrementally input-to-state stable (δ-ISS) [23] as defined next.

Definition 8. System Σi is incrementally input-to-state stable (δ-ISS) if there exist a so-called δ-ISS Lyapunov
function Vi : Xi×Xi → R≥0, and functions ψ

i
, ψi, κi, ρwi

, ρui
∈ K∞, with κi < id such that for all xi, x

′
i ∈ Xi,

all wi, w
′
i ∈Wi, and all ui, u

′
i ∈ Ui

ψ
i
(|xi − x′i|) ≤Vi(xi, x′i) ≤ ψi(|xi − x′i|), (16)

Vi(fi(xi, ui, wi), fi(x′i, u′i, w′i)) ≤κi(Vi(xi, x′i)) + %wi
(|wi − w′i|) + %ui

(|ui − u′i|). (17)
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We further assume that there exists γ̂i ∈ K∞ such that for all xi, x
′
i, x
′′
i ∈ Xi

Vi(xi, x′i) ≤ Vi(xi, x′′i ) + γ̂i(|x′i − x′′i |). (18)

Note that a typical δ-ISS Lyapunov function [23] does not require condition (18). However, in most real-world
applications, the state set Xi of a concrete subsystem is restricted to a compact subset of Rn, and hence,
condition (18) is not restrictive [24].

Now, we construct a symbolic model Σ̂i of a δ-ISS subsystem Σi as follows.

Definition 9. Let Σi = (Xi, Ui,Wi, fi, Yi, hi) be δ-ISS, where Xi, Ui,Wi are assumed to be finite unions of

boxes. Consider a symbolic model Σ̂i = (X̂i, Ûi, Ŵi, f̂i, Ŷi, ĥi) with a tuple of parameters qi = (ηxi , η
u
i , φi),

where:

• X̂i = [Xi]ηxi , where 0 ≤ ηxi ≤ span(Xi) is the state set quantization parameter;

• Ûi = [Ui]ηui , where 0 ≤ ηui ≤ span(Ui) is the external input set quantization parameter;

• Ŵi = [Wi]φi
, where φi, satisfying 0 ≤ |φi| ≤ span(Wi), is the internal input set quantization parameter;

• x̂+i ∈ f̂i(x̂i, ûi, ŵi) if and only if |x̂+i − fi(x̂i, ûi, ŵi)| ≤ ηxi ;

• Ŷi = {hi(x̂i) | x̂i ∈ X̂i};
• ĥi = hi.

Now we are ready to establish a local alternating simulation relation between a δ-ISS subsystem Σi and its
symbolic model Σ̂i constructed as in Definition 9 with suitably chosen quantization parameters.

Theorem 10. Let Σi be δ-ISS with the corresponding δ-ISS Lyapunov function Vi satisfying (16) to (18) with

functions ψ
i
, ψi, κi, ρwi

, ρui
, γ̂i ∈ K∞. For design parameters $i and ϑi, let Σ̂i be a symbolic model constructed

as in Definition 9 with the quantization parameters ηxi and ηui satisfying

ηxi ≤ γ̂−1i [(id− κi)($i)− ρwi
(ϑi)− ρui

(ηui )]. (19)

Then, Vi is a local $i-ASF both from Σ̂i to Σi and from Σi to Σ̂i.

Proof. First, we show that condition (i) in Definition 5 holds. Given the Lipschitz assumption on hi and by

(16), for all xi ∈ Xi and x̂i ∈ X̂i, one gets the left inequality of (10) as

|hi(xi)− ĥi(x̂i)| ≤ `(|xi − x̂i|) ≤ ` ◦ ψ−1i (V(xi, x̂i)),

and the right inequality (10) holds with V(xi, x̂i) ≤ ψi(|xi − x̂i|). Hence, condition (i) in Definition 5 holds

with αi = ψ
i
◦`−1 and αi = ψi. Now we show condition (ii) in Definition 5. From (18), for all xi ∈ Xi, x̂i ∈ X̂i,

for all ui ∈ Ui, ûi ∈ Ûi, and for all wi ∈Wi, ŵi ∈ Ŵi, we have for any x̂+i ∈ f̂i(x̂i, ûi, ŵi):

Vi(x+i , x̂
+
i )) ≤ Vi(x+i , fi(x̂i, ûi, ŵi)) + γ̂i(|x̂+i − fi(x̂i, ûi, ŵi)|),

where x+i = fi(xi, ui, wi). By Definition 9, x̂+i ∈ f̂i(x̂i, ûi, ŵi) implies |x̂+i −fi(x̂i, ûi, ŵi)| ≤ ηxi , thus, the above
inequality reduces to

Vi(x+i , x̂
+
i ) ≤ Vi(x+i , fi(x̂i, ûi, ŵi)) + γ̂i(η

x
i ).

Observe that by (17), we obtain

Vi(x+i , fi(x̂i, ûi, ŵi)) ≤ κi(Vi(xi, x̂i)) + %wi
(|wi − ŵi|) + %ui

(|ui − ûi|).

Hence, for all xi ∈ Xi, x̂i ∈ X̂i, for all ui ∈ Ui, ûi ∈ Ûi, and for all wi ∈Wi, ŵi ∈ Ŵi, one obtains

Vi(x+i , x̂
+
i ) ≤ κi(Vi(xi, x̂i)) + %wi(|wi − ŵi|) + %ui(|ui − ûi|) + γ̂i(η

x
i ), (20)
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for any x̂+i ∈ f̂i(x̂i, ûi, ŵi). Take any xi ∈ Xi and any x̂i ∈ X̂i satisfying Vi(xi, x̂i) ≤ $i, and any wi ∈ Wi

and ŵi ∈ Ŵi such that |wi − ŵi| ≤ ϑi. For any ûi, choose ui = ûi. Then, by combining (20) with (19), we get

that for x+i = fi(xi, ûi, wi), there exists x̂+i ∈ f̂i(x̂i, ûi, ŵi) such that

Vi(x+i , x̂
+
i ) ≤ κi($i) + %wi

(ϑi) + γ̂i(η
x
i ) ≤ $i. (21)

This implies that condition (ii) in Definition 5 is satisfied, and thus, Vi is a local $i-ASF from Σ̂i to Σi.

Similarly, we can also show that Vi is a local $i-ASF from Σi to Σ̂i. In particular, by the structure of Ûi =

[Ui]ηui , for any ui ∈ Ui, there always exists ûi satisfying |ûi− ui| ≤ ηui . As a result, for any x̂+i ∈ f̂i(x̂i, ûi, ŵi),
there exists x+i = fi(xi, ui, wi) such that Vi(x+i , x̂

+
i ) ≤ κ($i) + %wi

(ϑi) + %ui
(ηui ) + γ̂i(η

x
i ) ≤ $i. Therefore,

we conclude that Vi is a local $i-ASF both from Σ̂i to Σi and Σi to Σ̂i. �

Given the results of Theorems 6 and 10, one can observe that inequalities (14) and (19) are competing conditions
which may not hold simultaneously. To resolve this issue, we propose a small-gain type condition ensuring the
simultaneous satisfaction of both conditions.

4. Compositionality Result

In this section, we employ a small-gain type condition for the infinite network, under which one can always
find suitable quantization parameters for the construction of symbolic models so that conditions (14) and (19)
are simultaneously satisfied.

Before stating the main result, let us introduce the terminologies that will be used later. In particular, we
recall the notion of strongly connected components (SCCs) of graphs. We assume that the infinite network Σ
is composed of finitely many sub-networks, where each of them is an infinite network by itself, and the graph
associated with each sub-network is strongly connected [13].

4.1. Strongly connected components. Consider an infinite network Σ = I(Σi)i∈N, as defined in Definition
1. Hereafter, we denote the directed graph associated with Σ = I(Σi)i∈N by G = (I, E), where I = N is the
set of vertices with each vertex i ∈ I labeled with subsystem Σi, and E ⊆ I × I is the set of ordered pairs
(i, j), ∀i, j ∈ I, with yji 6= 0. Note that given the graph of our infinite network, we can formally define the
finite index sets Ni and Mi of subsystem Σi, as mentioned in Subsection 2.1, i.e., Ni = {j ∈ I|∃(i, j) ∈ E}
and Mi = {j ∈ I|∃(j, i) ∈ E}.

The SCCs of a directed graph G are maximal strongly connected subgraphs, i.e., no additional edges or vertices
from G can be included in the subgraph without breaking its property of being strongly connected [13]. Given
the structure of an infinite network, we denote by N̄ ∈ N the number of SCCs in the network. In the sequel,
we will denote the graphs of the SCCs in G by Ḡk, k ∈ [1; N̄ ], where Ḡk = (Ik, Ek) with Ik = N. In addition,
we define set Nki = {j ∈ Ik|∃(i, j) ∈ Ek} which collects in-neighbors of Σi in Ḡk, i.e., subsystems in the same
subnetwork Ḡk who are directly influencing Σi. On the other hand, we define setMki = {j ∈ Ik|∃(j, i) ∈ Ek}
which collects out-neighbors of Σi in Ḡk, i.e., subsystems in the same subnetwork Ḡk that are directly influenced
by Σi. Intuitively, Nki and Mki are the sets of neighboring subsystems of Σi, i ∈ Ik, in the same SCC. Note
that if we regard each SCC in G as a vertex, the resulting directed graph is acyclic. We denote by BSCC(G)
the collection of bottom SCCs Ḡk of graph G from which no vertex in G outside Ḡk is reachable.

In the next subsection, we leverage a small-gain type condition to facilitate the compositional construction of
a symbolic model for an infinite network.

4.2. Small-gain theorem. Consider an infinite network Σ = I(Σi)i∈N associated with a directed graph G.

Assume that each Σi and its symbolic model Σ̂i admit a local $i-ASF Vi with constants κi, ρwi , αi ∈ R>0 (as
in Definitions 5 and 8). Let Ḡk, k ∈ [1; N̄ ], be the SCCs in G with each Ḡk consisting of N vertices, where
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each vertex represents a subsystem. For any Ḡk, we define for each i, j ∈ N,

γij =

{
(1− κi)−1ρwiα

−1
j if j ∈ Nki ,

0 otherwise.
(22)

For each SCC Ḡk, we introduce a gain operator Γk : `∞+ → `∞+ by

Γk(s) =
(

sup
j∈N
{γijsj}

)
i∈N, s ∈ `∞+ . (23)

We furthermore assume that the following uniformity conditions hold for the constants introduced above.

Assumption 11. There are constants κ, ρw, α ∈ R>0, so that for all i ∈ N

κi ≤ κ, ρwi ≤ ρw, αi ≥ α. (24)

Notice that the above assumption guarantees that the operator Γk is well-defined. Accordingly, we have the
following result recalled from [4, Proposition 17].

Proposition 12. Under Assumption 11, the following conditions are equivalent:

(i) The spectral radius of Γk satisfies

r(Γk) = lim
n→∞

(
sup

j1,...,jn+1∈N
γj1j2 . . . γjnjn+1

)1/n
< 1. (25)

(ii) There exist a vector σk ∈ int(`∞+ ) and constant λk ∈ (0, 1) satisfying

Γk(σk) ≤ λkσk. (26)

The following theorem states the main result of this section.

Theorem 13. Consider a network Σ = I(Σi)i∈N. Suppose that Assumption 11 holds. Assume that for each
SCC in Σ, condition (25) holds. Then, for any desired precision $ ∈ R>0 as in Definition 3, and for each
i ∈ N, there exist quantization parameters ηxi , ηui , φi, as designed in Algorithm 1, such that (14) and (19) are
satisfied simultaneously.

Proof. Note that by Proposition 12, the spectral radius condition (25) implies that for each Ḡk, there exists
a vector σk = (σki)i∈N satisfying (26). Hence, we get

Γk(σk) =
(

sup
j∈N
{γijσkj}

)
i∈N ≤ λkσk =⇒ sup

j∈N
{γijσkj} ≤ λkσki < σki . (27)

Since (27) holds for all i ∈ N, one has

sup
j∈N
{γijσkj} < σki

(22)
=⇒ sup

j∈N
{(1− κi)−1ρwi

α−1j σkj} < σki

=⇒ ρwi
max
j∈Nki

{α−1j σkj} < (1− κi)σki . (28)

Now, set $ki = σkir, for all i ∈ N, where r ∈ R>0 is chosen under the criteria given in lines 5 and 7 of
Algorithm 1. Choose the internal input quantization parameters φij such that for all i ∈ N

max
j∈Nki

{φij} < ρ−1wi
(1− κi)$ki − max

j∈Nki

{α−1j $kj}. (29)

By setting ϑi= max
j∈Nki

{α−1j $kj +φij} and combining with (29), one has, for all i∈N,

ρwi
ϑi = ρwi

max
j∈Nki

{α−1j $kj + φij}

≤ ρwi
( max
j∈Nki

{α−1j $kj}+ max
j∈Nki

{φij})
(29)
< (1− κi)$ki ,
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Algorithm 1: Compositional design of local quantization parameters ηxi , η
u
i , φi ∈ R≥0, ∀i ∈ N

Input: The desired precision $ ∈ R>0; the directed graph G composed of SCCs Ḡk, ∀k ∈ [1; N̄ ], and
vectors σk = (σki)i∈N satisfying (26) for Ḡk; the functions Vi equipped with κi, ρwi

, αi ∈ R≥0,
∀i ∈ N.

Output: ηxi , η
u
i , φi ∈ R≥0, ∀i ∈ N.

1 Set $i :=∞, ϑi :=∞, ∀i ∈ N, ∀k ∈ [1; N̄ ], G∗ = G;

2 while G∗ 6= ∅ do
3 foreach Ḡk ∈ BSCC(G∗) do
4 if G∗ = G then
5 choose r ∈ R>0 s.t. sup

i∈N
{σkir} = $;

6 else
7 choose r ∈ R>0 s.t. σkir ≤ αi min

j∈Mi\Mki

{ϑj − φji}, ∀i ∈ N;

8 end

9 set $ki =σkir, choose φij , ∀i, j ∈ N, s.t. max
j∈Nki

{φij}<ρ−1wi
κi$ki− max

j∈Nki

{α−1j $kj}; set ϑki =

max
j∈Nki

{α−1j $kj + φij}, ∀i ∈ N; choose φij < ϑi, ∀i ∈ N, ∀j ∈ Ni\Nki ;

10 end

11 G∗ = G∗\BSCC(G∗);

12 end

13 Compute ηxi and ηui s.t. ηxi ≤ γ̂
−1
i [(1− κi)$i − ρwiϑi − ρui(η

u
i )], ∀i ∈ N.

which implies that one can always find suitable local quantization parameters ηxi and ηui to satisfy (19).
Additionally, the selection of ϑi = max

j∈Nki

{α−1j $kj + φij} as in line 9 of Algorithm 1, together with the design

procedure for $i and φij ensure that (14) is satisfied as well, which concludes the proof. �

Remark 14. Note that if γij < 1 for any i, j ∈ N, the spectral radius condition r(Γk) < 1 as in (25) is
satisfied automatically. In this case, by Proposition 12, there always exists λk ∈ (0, 1) such that inequality
(26) holds with σk = (1)i∈N and supi∈N{γij} ≤ λk. Note that by involving the notion of SCCs in the design
procedure for the selection of parameters, we are allowed to check the small-gain condition and design local
quantization parameters inside each SCC, independently of the entire network. In addition, since the original
infinite network is composed of a finite number of SCCs, the algorithm terminates in finite iterations. �

4.3. Safety controllers. In this subsection, we consider a safety synthesis problem for an infinite network.
Note that classical safety synthesis methods are not applicable any more in this context since they require
infinite memory. Here, we show a compositional approach which addresses such a synthesis problem in a
decentralized manner.

Consider an infinite network Σ = (X,U, f, Y, h) as in Definition 1, consisting of subsystems Σi = (Xi, Ui,Wi, fi,
Yi, hi), i ∈ N, as in (1). Suppose we are given a global decomposable safety specification S =

∏
i∈N Si. We

define Out = `∞ \S and its projection on the i-th subsystem as Outi = Rni \Si. From Definition 1, the state
transition function of the infinite network holds the following relations:
For all x = (xi)i∈N ∈ S, all u = (ui)i∈N ∈ U , all x′ = (x′i)i∈N ∈ S,

x′ ∈ f(x, u)⇐⇒ x′i ∈ fi(xi, ui, wi), wij = hji(xj),∀i ∈ N,∀j ∈ Ni. (30)

For all x = (xi)i∈N ∈ S, all u = (ui)i∈N ∈ U ,

Out ∩ {f(x, u)} 6= ∅⇐⇒ ∃i ∈ N : Outi ∩ {fi(xi, ui, wi)} 6= ∅, wij = hji(xj),∀j ∈ Ni. (31)
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Now, we introduce the notion of safety controllers that are used to enforce safety specifications over the
subsystems.

Definition 15. A safety controller for a discrete-time control subsystem Σi and the safe set Si ⊆ Xi is a map
Ci : Xi ⇒ Ui such that:

(i) dom(Ci) = {xi ∈ Xi|Ci(xi) 6= ∅} ⊆ Si;
(ii) fi(xi, ui, wi) ⊆ dom(Ci) for all xi ∈ dom(Ci), all ui ∈ Ci(xi), and all wi ∈Wi.

Remark 16. Note that the safety controllers for subsystems are synthesized by following an assume-guarantee
reasoning [25]. In particular, for each subsystem Σi, we guarantee that safety controller Ci (if existing) enforces
the safety specification Si over Σi, by assuming that all of its in-neighbors Σj, j ∈ Ni, have safety controllers
Cj enforcing safety specifications Sj. Moreover, since the interconnection variables of the concrete infinite
network are constrained as wij = yji (cf. Definition 1), for all i ∈ N, j ∈ Ni, the internal input set Wi

considered in Definition 15 is restricted to Wi =
∏
j∈Ni

Wij =
∏
j∈Ni

Yji where Yji = {hji(xj)|xj ∈ Sj}. �

Similarly, the definition of a safety controller for the overall network is given as follows.

Definition 17. A safety controller for an infinite network Σ and the safe set S ⊆ X is a map C : X ⇒ U
such that:

(i) dom(C) = {x ∈ X|C(x) 6= ∅} ⊆ S;
(ii) f(x, u) ⊆ dom(C) for all x ∈ dom(C) and all u ∈ C(x).

Suppose that we are given local safety controllers Ci as in Definition 15 for all i ∈ N, each corresponding to
subsystems Σi and safety specification Si. Let controller C : X ⇒ U be defined by C(Out) = ∅ and

∀i ∈ N with xi ∈ Xi, C(x) = {u ∈ U |ui ∈ Ci(xi), i ∈ N}, (32)

where x = (xi)i∈N ∈ X, u = (ui)i∈N ∈ U .

Now, we provide the next proposition, adapted from [26, Theorem 3.1], which shows that the composed
controller as defined above works for the overall infinite network.

Proposition 18. Controller C : X ⇒ U defined in (32) is a safety controller for the infinite network Σ and
safe set S.

Proof. We start by showing condition (i) of Definition 17. By (32), it can be readily seen that for all x ∈ X
with C(x) 6= ∅ we get x /∈ Out. From the definition of Out = `∞ \S, we have that all x ∈ X where C(x) 6= ∅
necessarily lie inside S, which satisfies condition (i) of Definition 17. We proceed to show condition (ii) of
Definition 17. Let x ∈ dom(C) ⊆ S, u ∈ C(x) and x′ ∈ f(x, u). First, we show x′ ∈ S by contradiction. If
x′ /∈ S, then x′ ∈ Out. From (31), there exists i ∈ N, such that Outi ∩ {fi(xi, ui, wi)} 6= ∅, which contradicts
the fact that ui ∈ Ci(xi) with Ci being the safety controller for subsystem Σi and the corresponding safe set
Si. Therefore, we have x′ ∈ S. From (30), it is clear that, for each i ∈ N, x′i ∈ fi(xi, ui, wi). Moreover, by
condition (ii) of Definition 15, ui ∈ Ci(xi) implies that x′i ∈ dom(Ci). For all i ∈ N, let u′i ∈ Ci(x′i) and by
(32), we have u′ = (u′i)i∈N ∈ C(x′) and x′ ∈ dom(C). It follows that condition (ii) of Definition 17 is satisfied
as well. Hence, we conclude that C is a safety controller for Σ and safe set S. �

Proposition 18 shows that one can obtain a global safety controller for an infinite network which enforces
an overall safety specification by composing local safety controllers designed for subsystems. In that way,
one can follow this decentralized controller synthesis strategy to easily design local safety controllers for the
local symbolic models, and then refine the controllers back to the concrete subsystems via the corresponding
alternating simulation relations across them.
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Figure 1. Model of a road traffic network composed of four subnetworks, each of which
consists of infinitely many subsystems.

5. Case Study

In this section, we present our results on a road traffic network divided into infinitely many road cells. We
first construct a symbolic model of the infinite network in a compositional way. Then we use the constructed
symbolic model as a substitute to compositionally synthesize a safety controller to keep the density of traffic
in each cell remaining within a desired region. The effectiveness of our results is also shown in comparison
with the existing compositional results in [9].

5.1. Road traffic network. In this subsection, let us first introduce the model of this case study which is
a variant of the road traffic model in [27]. Here, the traffic flow model is considered as a network divided
into infinitely many cells. Each cell, indexed by i ∈ N, can be modeled as a one-dimensional subsystem,
represented as a tuple Σi = (Xi, U i,W i, f i, Xi, id). Moreover, each cell is assumed to be equipped with at
least one measurable entry and one exit. The traffic flow dynamics of each cell is given by

Σi :

{
xi(k + 1) = (1− τv

l − e)xi(k) + diωi(k) + bνi(k),
yi(k) = xi(k),

(33)

where τ is the sampling time in hour, l is the length of each cell in kilometers, and v is the traffic flow speed
in kilometers per hour. For each cell i ∈ N in the network, the state xi(k) of each subsystem Σi represents
the density of the traffic in vehicle per cell at a specific time instant indexed by k. The scalar b denotes
the number of vehicles that are allowed to enter each cell during each sampling time controlled by the input
signals νi(·) ∈ {0, 1}, where νi(·) = 1 (resp. νi(·) = 0) corresponds to green (resp. red) traffic light. The
constant e denotes the percentage of vehicles that leave the cell during each sampling time through exits.
The left side of Figure 1 shows the structure of the traffic network as a directed graph consisting of N̄ = 4
strongly connected subnetworks, each of which is denoted by Ḡk, k ∈ {1, 2, 3, 4}. Subnetworks are connected
through single-directional freeways. The right side of Figure 1 roughly depicts the traffic network topology
of subnetwork Ḡ1 consisting of infinitely many cells (modeled by Σi) with different link models. The internal
inputs of the subsystems satisfy the following interconnection structure:

(i) For subsystems Σi in subnetworks Ḡ1 and Ḡ2

• di = ( 1−e
2 )( τvl ,

τv
l )>, ωi = (yi+1,yi+2) if i ∈ {2c+ 1 : c ∈ N0};

• di = (1− e) τvl , ωi = yi−1 if i ∈ {2};
• di = ( 1−e

2 )( τvl ,
τv
l )>, ωi = (yi−2,yi−1) if i ∈ {2c+ 2 : c ∈ N}.

(ii) For subsystems Σi in subnetworks Ḡ3 and Ḡ4

• di = ( 1−e
2 )( τvl ,

τv
l )>, ωi = (yi+1,yi+2) if i ∈ {2c+ 1 : c ∈ N0};

• di = ( 1−e
2 )( τvl ,

τv
l )>, ωi = (yi−2,yi−1) if i ∈ {2c+ 2 : c ∈ N0},

where y0 = yn, n ∈ Ik−1, k ∈ {3, 4}. By Definition 1, the infinite network Σ = I(Σi)i∈N is denoted by a
tuple Σ = (X,U, f,X, id), where X = {x = (xi)i∈N : xi ∈ Xi}, U = {u = (ui)i∈N : ui ∈ Ui}, f(x, u) =
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{(x+i )i∈N|x+i ∈ fi(xi, ui, wi)}, and Y =
∏
i∈NXi. First we show the well-posedness of the overall network by

establishing that ‖f(x, u)‖ <∞. Note that we have

‖f(x, u)‖ = sup
i∈N
{|fi(xi, ui, wi)|}

(33)
= sup

i∈N
{|(1− τv

l
− e)xi + diwi + bui|}

≤ |(1− τv

l
− e)| sup

i∈N
{|xi|}+ |(1− e)τv

l
| sup
i∈N
{|xi|}+ |b| sup

i∈N
{|ui|}

≤ max{|(1− τv
l
−e)|, |(1−e)τv

l
|, |b|}(sup

i∈N
{|xi|}+sup

i∈N
{|xi|}+sup

i∈N
{|ui|})

(5)
= max{|(1− τv

l
−e)|, |(1−e)τv

l
|, |b|}(2‖x‖+ ‖u‖}) <∞.

Therefore, the infinite network Σ = I(Σi)i∈N is well-posed. Moreover, each subsystem admits a δ-ISS Lyapunov
function of the form Vi(xi, x̂i) = |xi − x̂i| satisfying conditions (16)–(18) for all i ∈ N with ψ

i
= ψi = id,

κi = (1− τv
l − e) id, ρwi

= |(1− e) τvl | id, and ρui
= γ̂i = id.

5.2. Hierarchical compositional construction of symbolic model. Now set the parameter values of the
system as τ = 10

60×60h, l = 0.5km, v = 60km/h, b = 5, and e = 0.1. We construct a symbolic model that
simulates the infinite network through an $-ASF as in Definition 3. For a given desired parameter $, the
output behavior of the constructed symbolic network will mimic that of the original network with a mismatch
ε̂ = α−1($) (cf. Remark 4). By fixing $ = 0.8, we apply our compositionality results to design proper
quantization parameters for all the subsystems, so that the overall symbolic network simulates the original
infinite network with precision ε̂. First note that for each strongly connected subnetwork Ḡk, by (22), it can
be verified that γij < 1, for all i ∈ N, j ∈ Nki , and the uniformity conditions in Assumption 11 hold readily.
Thus, the spectral radius condition (25) is satisfied, and condition (26) holds as well with a candidate vector
σk = (σk)i∈N = (1)i∈N (cf. Remark 14). Next, given the desired parameter $, we apply Algorithm 1 to
design local quantization parameters compositionally. We start with G∗ = G and get the bottom strongly
connected subnetwork BSCC(G∗) = Ḡ4 for line 3 in Algorithm 1. Consider the subnetwork Ḡ4, we choose
r = $ = 0.8, φij = 0, and accordingly $ki = ϑki = r so that the conditions in lines 5 and 9 are satisfied. Now
G∗ is updated in line 11 to {Ḡ1, Ḡ2, Ḡ3} and the BSCC of the updated G∗ is Ḡ3. We proceed by choosing
r = minj∈I4 ϑj = 0.8 to satisfy the conditions in lines 7 and 9 with $ki = ϑki = 0.8 and φij = 0. Now
G∗ and its BSCCs are updated to G∗ = BSCC(G∗) = {Ḡ1, Ḡ2}. Similarly, one can choose $ki = ϑki = 0.8
and φij = 0 for all of the subsystems in subnetworks Ḡ1 and Ḡ2 such that conditions in lines 7 and 9 are
satisfied. Till here, we obtain local parameters ($i, ϑi) = (0.8, 0.8) for all i ∈ N. Now we proceed to design
local quantization parameters ηxi and ηui such that the inequality in line 13 holds with the parameters ($i, ϑi)
we just obtained. Here, we take the local quantization parameters as ηxi = 0.1 and ηui = 0, for all i ∈ N, which
will be later used to build local symbolic models of all the subsystems. Using the result in Theorem 10, one
can readily verify that the δ-ISS Lyapunov function Vi(xi, x̂i) = |xi − x̂i| is a local $i-ASF from each local

symbolic model Σ̂i to the original subsystem Σi. Furthermore, by Theorem 6, Ṽ(x, x̂) = supi∈N{|xi − x̂i|}
is well-defined and is an $-ASF from the abstract network Σ̂ = I(Σ̂i)i∈N to the original infinite network
Σ = I(Σi)i∈N. We have the guarantee that the mismatch between the output behaviors of the infinite network

Σ and that of its symbolic model Σ̂ will not exceed ε̂ = α−1($) = 0.8 (cf. Remark 4).

Here, let us compare our compositional technique with the one proposed in [9]. Note that the same traffic
network model was also adopted in [9] to illustrate the compositional abstraction technique proposed there.
Using same state and input quantization parameters ηxi = 0.1, ηui = 0 as in the present paper, the overall
approximation error between related networks obtained in [9] is ε̂ = 1.7, which is much larger than the one
we obtained here (ε̂ = 0.8 as computed in the last paragraph). The reason is due to the conservatism nature
employed there [9, Theorem 4.4] to transfer the additive form of simulation function to a max form (similar
arguments can be found also in [17, Remark 4.5]). Thus, our proposed results here outperform the ones in [9]
while providing more accurate overall abstractions.
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(a) Trajectories in subnetwork Ḡ1
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(b) Trajectories in subnetwork Ḡ2

0 5 10 15 20 25 30
10

15

20

25

0 5 10 15 20 25 30

1

2

3

4

(c) Trajectories in subnetwork Ḡ3

0 5 10 15 20 25 30
10

15

20

25

0 5 10 15 20 25 30

1

2

3

4

(d) Trajectories in subnetwork Ḡ4

Figure 2. Simulation results: Trajectories of traffic density (upper subplots) and traffic
lights (lower subplots) in sample cells from different subnetworks. The traffic density in each
cell (subsystem Σi) is required to remain in desired safe region Si (indicated by the red
dashed lines). The sets Si are given by Si = [5, 15] in subnetworks Ḡ1 and Ḡ2, Si = [10, 25]
in subnetworks Ḡ3 and Ḡ4.

5.3. Compositional safety controller synthesis. Now we synthesize a safety controller for the infinite
network via the constructed symbolic model such that the density of traffic in each cell is maintained in a
desired safe region. Specifically, we aim at finding a control policy such that in subnetworks Ḡk, k ∈ {1, 2}, each
subsystem Σi satisfies safety specification Si = [5, 15] (vehicles per cell), and in subnetworks Ḡk, k ∈ {3, 4},
each subsystem Σi satisfies safety specification Si = [10, 25] (vehicles per cell). Note that for the overall
network, the overall safety specification S =

∏
i∈N Si is globally decomposable. By Proposition 18, one can
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design local safety controllers for the subsystems separately with respect to local safety specifications, with the
guarantee that the composed controller works as the overall safety controller for the overall infinite network.
For each subsystem Σi, the idea is to design a local safety controller for its symbolic model Σ̂i, and then
refine the controller back to the original subsystem by choosing ui = ûi. The control strategies are correct-by-
construction, in the sense that the safety specification is guaranteed to be satisfied from any initial condition
in the safe region.

Here, we employ the software tool SCOTS [28] to compositionally construct symbolic models and compute
local safety controllers for subsystems Σi with quantization parameters ηxi = 0.1 and ηui = 0, for each i ∈ N.
Computing symbolic models and synthesizing controllers for each subsystem took on average 0.006s and
0.0004s, respectively, on a PC with Intel Core i7 3.4 GHz CPU. For each subnetwork, we show in Figure 2
four sample state trajectories (upper plots of the sub-figures) and the corresponding input trajectories (lower
plots of the sub-figures) of sample subsystems starting from random initial conditions. As can be seen in the
figures, at each time step, the synthesized controllers react to the change in the density of the traffic in the
corresponding cells by turning the traffic lights green/red. It can be observed that the density of the traffic
using the synthesized controllers always remain in the desired safe regions.

6. Conclusion

In this paper, we proposed a methodology to compositionally construct symbolic models for infinite networks.
To do this, we first introduced a notion of so-called alternating simulation functions that can be used to relate
infinite networks. A compositional approach was then proposed to construct symbolic models locally for con-
crete subsystems under incremental input-to-state stability property. By leveraging max-type small-gain type
conditions, we provided an algorithm as a guideline for the design of local quantization parameters, such that
the symbolic model of the infinite network can satisfy any given desired approximation accuracy. A decentral-
ized controller synthesis approach was presented to enforce safety properties on the overall infinite network.
Finally, we applied our results on a road traffic network to verify the effectiveness of our compositionality
results.
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